Final Projects for Data Science with Python - Course 1

***The projects are rated by \* , \*\* or \*\*\* corresponding to its difficulty.***

**Project 1: Predicting Boston Housing Prices (2 students) \*\***

**1.1 Project Overview**

In this project, you will apply basic machine learning concepts on data collected for housing prices in the Boston, Massachusetts area to predict the selling price of a new home. You will first explore the data to obtain important features and descriptive statistics about the dataset. Next, you will properly split the data into testing and training subsets, and determine a suitable performance metric for this problem. You will then analyze performance graphs for a learning algorithm with varying parameters and training set sizes. This will enable you to pick the optimal model that best generalizes for unseen data. Finally, you will test this optimal model on a new sample and compare the predicted selling price to your statistics.

**1.2 Project Highlights**

This project is designed to get you acquainted to working with datasets in Python and applying basic machine learning techniques using NumPy and Scikit-Learn. Before being expected to use many of the available algorithms in the sklearn library, it will be helpful to first practice analyzing and interpreting the performance of your model.

Things you will learn by completing this project:

- How to use NumPy to investigate the latent features of a dataset.

- How to analyze various learning performance plots for variance and bias.

- How to determine the best-guess model for predictions from unseen data.

- How to evaluate a model's performance on unseen data using previous data.

**1.3 Description**

The Boston housing market is highly competitive, and you want to be the best real estate agent in the area. To compete with your peers, you decide to leverage a few basic machine learning concepts to assist you and a client with finding the best selling price for their home. Luckily, you've come across the Boston Housing dataset which contains aggregated data on various features for houses in Greater Boston communities, including the median value of homes for each of those areas. Your task is to build an optimal model based on a statistical analysis with the tools available. This model will then be used to estimate the best selling price for your clients' homes.

**1.4 Data**

The modified Boston housing dataset consists of 489 data points, with each datapoint having 3 features. This dataset is a modified version of the Boston Housing dataset found on the [UCI Machine Learning Repository](https://archive.ics.uci.edu/ml/datasets/Housing).

\*\*Features\*\*

1. `RM`: average number of rooms per dwelling

2. `LSTAT`: percentage of population considered lower status

3. `PTRATIO`: pupil-teacher ratio by town

\*\*Target Variable\*\*

4. `MEDV`: median value of owner-occupied homes

**Dataset link** [**https://drive.google.com/open?id=14igQCG4GrblzEUUYDGbt5F-ViKTRXd\_e**](https://drive.google.com/open?id=14igQCG4GrblzEUUYDGbt5F-ViKTRXd_e)

**Project 2: Creating Customer Segments (2 students) \*\***

**2.1 Project Overview**

In this project you will apply unsupervised learning techniques on product spending data collected for customers of a wholesale distributor in Lisbon, Portugal to identify customer segments hidden in the data. You will first explore the data by selecting a small subset to sample and determine if any product categories highly correlate with one another. Afterwards, you will preprocess the data by scaling each product category and then identifying (and removing) unwanted outliers. With the good, clean customer spending data, you will apply PCA transformations to the data and implement clustering algorithms to segment the transformed customer data. Finally, you will compare the segmentation found with an additional labeling and consider ways this information could assist the wholesale distributor with future service changes.

**2.2 Project Highlights**

This project is designed to give you a hands-on experience with unsupervised learning and work towards developing conclusions for a potential client on a real-world dataset. Many companies today collect vast amounts of data on customers and clientele, and have a strong desire to understand the meaningful relationships hidden in their customer base. Being equipped with this information can assist a company engineer future products and services that best satisfy the demands or needs of their customers.

Things you will learn by completing this project:

- How to apply preprocessing techniques such as feature scaling and outlier detection.

- How to interpret data points that have been scaled, transformed, or reduced from PCA.

- How to analyze PCA dimensions and construct a new feature space.

- How to optimally cluster a set of data to find hidden patterns in a dataset.

- How to assess information given by cluster data and use it in a meaningful way.

**2.3 Description**

A wholesale distributor recently tested a change to their delivery method for some customers, by moving from a morning delivery service five days a week to a cheaper evening delivery service three days a week. Initial testing did not discover any significant unsatisfactory results, so they implemented the cheaper option for all customers. Almost immediately, the distributor began getting complaints about the delivery service change and customers were canceling deliveries, losing the distributor more money than what was being saved. You've been hired by the wholesale distributor to find what types of customers they have to help them make better, more informed business decisions in the future. Your task is to use unsupervised learning techniques to see if any similarities exist between customers, and how to best segment customers into distinct categories.

**2.4 Data**

The customer segments data is included as a selection of 440 data points collected on data found from clients of a wholesale distributor in Lisbon, Portugal. More information can be found on the [UCI Machine Learning Repository](https://archive.ics.uci.edu/ml/datasets/Wholesale+customers).

Note (m.u.) is shorthand for \*monetary units\*.

\*\*Features\*\*

1) `Fresh`: annual spending (m.u.) on fresh products (Continuous);

2) `Milk`: annual spending (m.u.) on milk products (Continuous);

3) `Grocery`: annual spending (m.u.) on grocery products (Continuous);

4) `Frozen`: annual spending (m.u.) on frozen products (Continuous);

5) `Detergents\_Paper`: annual spending (m.u.) on detergents and paper products (Continuous);

6) `Delicatessen`: annual spending (m.u.) on and delicatessen products (Continuous);

7) `Channel`: {Hotel/Restaurant/Cafe - 1, Retail - 2} (Nominal)

8) `Region`: {Lisbon - 1, Oporto - 2, or Other - 3} (Nominal)

link of dataset: <https://drive.google.com/file/d/1F_VpOT7WZU3uGb4SnUxfBwS8GDXEMiz2/view?usp=sharing>

**Project 3: Finding Donors for CharityML (2 students) \*\***

**3.1 Project Overview**

In this project, you will apply supervised learning techniques and an analytical mind on data collected for the U.S. census to help CharityML (a fictitious charity organization) identify people most likely to donate to their cause. You will first explore the data to learn how the census data is recorded. Next, you will apply a series of transformations and preprocessing techniques to manipulate the data into a workable format. You will then evaluate several supervised learners of your choice on the data, and consider which is best suited for the solution. Afterwards, you will optimize the model you've selected and present it as your solution to CharityML. Finally, you will explore the chosen model and its predictions under the hood, to see just how well it's performing when considering the data it's given.

**3.2 Project Highlights**

This project is designed to get you acquainted with the many supervised learning algorithms available in sklearn, and to also provide for a method of evaluating just how each model works and performs on a certain type of data. It is important in machine learning to understand exactly when and where a certain algorithm should be used, and when one should be avoided.

Things you will learn by completing this project:

- How to identify when preprocessing is needed, and how to apply it.

- How to establish a benchmark for a solution to the problem.

- What each of several supervised learning algorithms accomplishes given a specific dataset.

- How to investigate whether a candidate solution model is adequate for the problem.

**3.3 Description**

In this project, you will employ several supervised algorithms of your choice to accurately model individuals' income using data collected from the 1994 U.S. Census. You will then choose the best candidate algorithm from preliminary results and further optimize this algorithm to best model the data. Your goal with this implementation is to construct a model that accurately predicts whether an individual makes more than $50,000. This sort of task can arise in a non-profit setting, where organizations survive on donations. Understanding an individual's income can help a non-profit better understand how large of a donation to request, or whether or not they should reach out to begin with. While it can be difficult to determine an individual's general income bracket directly from public sources, we can (as we will see) infer this value from other publically available features.

**3.4 Data**

The modified census dataset consists of approximately 32,000 data points, with each datapoint having 13 features. This dataset is a modified version of the dataset published in the paper \*"Scaling Up the Accuracy of Naive-Bayes Classifiers: a Decision-Tree Hybrid",\* by Ron Kohavi. You may find this paper [online](https://www.aaai.org/Papers/KDD/1996/KDD96-033.pdf), with the original dataset hosted on [UCI](https://archive.ics.uci.edu/ml/datasets/Census+Income).

\*\*Features\*\*

- `age`: Age

- `workclass`: Working Class (Private, Self-emp-not-inc, Self-emp-inc, Federal-gov, Local-gov, State-gov, Without-pay, Never-worked)

- `education\_level`: Level of Education (Bachelors, Some-college, 11th, HS-grad, Prof-school, Assoc-acdm, Assoc-voc, 9th, 7th-8th, 12th, Masters, 1st-4th, 10th, Doctorate, 5th-6th, Preschool)

- `education-num`: Number of educational years completed

- `marital-status`: Marital status (Married-civ-spouse, Divorced, Never-married, Separated, Widowed, Married-spouse-absent, Married-AF-spouse)

- `occupation`: Work Occupation (Tech-support, Craft-repair, Other-service, Sales, Exec-managerial, Prof-specialty, Handlers-cleaners, Machine-op-inspct, Adm-clerical, Farming-fishing, Transport-moving, Priv-house-serv, Protective-serv, Armed-Forces)

- `relationship`: Relationship Status (Wife, Own-child, Husband, Not-in-family, Other-relative, Unmarried)

- `race`: Race (White, Asian-Pac-Islander, Amer-Indian-Eskimo, Other, Black)

- `sex`: Sex (Female, Male)

- `capital-gain`: Monetary Capital Gains

- `capital-loss`: Monetary Capital Losses

- `hours-per-week`: Average Hours Per Week Worked

- `native-country`: Native Country (United-States, Cambodia, England, Puerto-Rico, Canada, Germany, Outlying-US(Guam-USVI-etc), India, Japan, Greece, South, China, Cuba, Iran, Honduras, Philippines, Italy, Poland, Jamaica, Vietnam, Mexico, Portugal, Ireland, France, Dominican-Republic, Laos, Ecuador, Taiwan, Haiti, Columbia, Hungary, Guatemala, Nicaragua, Scotland, Thailand, Yugoslavia, El-Salvador, Trinadad&Tobago, Peru, Hong, Holand-Netherlands)

\*\*Target Variable\*\*

- `income`: Income Class (<=50K, >50K)

Link: <https://drive.google.com/file/d/1L0Dwd4ERW9r-Qnweuu1bcWyd8F-1et1M/view?usp=sharing>

**Context of project 4 and 5**

Collaborative filtering and content-based filtering are two kinds of *recommender systems* that provide users with information to help them find and choose anything from books, to movies, to restaurants, to courses based on their own preferences compared to the preferences of others.

![Image result for netflix](data:image/png;base64,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)

In 2009 Netflix awarded one million dollars to a group that had developed a better-recommender system than the Netflix, in-house system. This [NY Times Magazine](http://www.nytimes.com/2008/11/23/magazine/23Netflix-t.html?pagewanted=all) article describes the competition, the winning teams, and how the movie *Napolean Dynamite* caused problems for the algorithms and ranking/rating systems developed by contest participants. You can watch this short YouTube video about the prize and contest: <https://www.youtube.com/watch?v=ImpV70uLxyw>

**Project 4: User clustering (2 students)\*\***

**Description**

The most important key of collaborative filtering is to find a set of similar users. There are many ways and based on different features to cluster users into a set. For this project you have a"[movies.txt](https://drive.google.com/open?id=12DSuY7EW0bfx6WThD3Txy-6slRhgGZ2q)" file that contains 22,930 lines in the format shown below (these are the first three and last three lines)

**user1367,Star Trek Beyond,3**

**user1367,Rogue One,3**

**user1367,Moana,1**

**…**

**user1460,Pirates of the Caribbean: On Stranger Tides,1**

**user1460,The Dark Knight,5**

**user1460,Avatar,5**

In general the format is that on each line the file has: "student-id/name",Movie,Rating

**Requirements**

Your mission in this project are:

1. Load this data file into a matrix (called rating matrix) in which: row is user list, column is the movie list and value of matrix is the value that user rates to movie.
2. Calculate distance matrix among users to measure how they are similar. The distance of 2 users is computed by sum of multiplication of 2 correspondent rows. Example: user1 and user2 have correspondent rating vector like: u1 = [0, 2, 5, -3, 0, -2, 0] and u2 = [3, 2, 0, -4, 3, 3, 1] then d = 0\*3 + 2\*2 + 5\*0 + (-3) \*(-4) + 0\*3 + (-2)\*3 + 0 \* 1 = 10.
3. Visualize the distance matrix to have a first recognition of similar user.
4. Using the distance matrix to cluster user into similar group.

**Project 5: Topic classification (2 students)\*\***

**Description**

The second method of a recommender system is content-based where similar items is recommended to those like it. In this project, you have a [list of topics](https://drive.google.com/open?id=1F2bEibuH_HxYlooZ23DJs97DBVqnw84g) here. Your need to classify them into different groups that will be used by recommender engine whenever it needs a similar topic. Detail requirements are:

1. Build a Term frequency–Inverse document frequency matrix that can measure how 2 topic are similar. Use [TfidfVectorizer](http://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectorizer.html) class for this purpose.
2. Visualize this matrix to see how topics are clustered.
3. Classify topics into different groups.

**Project 6: Clustering stock (2 students) \***

**Description**

Classifying stocks into clusters is an important task of any investor that helps to optimize risk portfolio management. In the real application, classifying the stocks is using many information such as: asset, brand, sale price, recent activities, etc.

However, in this project, we consider a simplest case where the stock is classified using only its sale price.

**Requirements**:

1. Download the nasdaq stock market data here: <https://assets.datacamp.com/production/course_3882/datasets/nasdaq-listings.csv>
2. Visualize this data to see the last sale of stocks.
3. Find the stock that has max sale by sector
4. Use a cluster/classify algorithm to put the stocks into different groups.
5. Show statistical description of each group

**Project 7: Wine Quality Classification (2 student) \*\***

**Data Set Information**

[The two datasets](https://archive.ics.uci.edu/ml/machine-learning-databases/wine-quality/) are related to red and white variants of the Portuguese "Vinho Verde" wine. Due to privacy and logistic issues, only physicochemical (inputs) and sensory (the output) variables are available (e.g. there is no data about grape types, wine brand, wine selling price, etc.) like this:

Input variables (based on physicochemical tests):

1 - fixed acidity   
2 - volatile acidity   
3 - citric acid   
4 - residual sugar   
5 - chlorides   
6 - free sulfur dioxide   
7 - total sulfur dioxide   
8 - density   
9 - pH   
10 - sulphates   
11 - alcohol

Output variable (based on sensory data):

12 - quality (score between 0 and 10)

These datasets can be viewed as classification or regression tasks. The classes are ordered and not balanced (e.g. there are munch more normal wines than excellent or poor ones). Outlier detection algorithms could be used to detect the few excellent or poor wines. Also, we are not sure if all input variables are relevant. So it could be interesting to test feature selection methods.

Requirements

1. Classification type of wine with 4800 first of lines;
2. Use the last 98 of lines to test.

**Project 8: Potential Bus stops (2 or 3 students) \*\*\***

See here: <https://drive.google.com/file/d/1bP4jxtLYBd-Dl30M8XEvDO_EA67Ou-vj/view>

Datasets: <https://drive.google.com/open?id=1csP3O_dv4nct8k814dGAbE_fYfAZ5sE4>

**Project 9: Simple fraud detection (2 or 3 students) \*\*\***

See here: <https://drive.google.com/file/d/1ALMuxzQz7kbr7EkELpQcTbWeMxLs88ai/view>

Datasets: <https://drive.google.com/file/d/1a04XKxiMfPCKfX5eSsCpWwxBwSC3dYYn/view?usp=sharing>